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The Madrigal Database

Online database of upper atmospheric data,
accessible online and through a variety of
API's.



The Madrigal Database
Not only does Madrigal display data which Is

collected, it also has several parameters
which are derived based upon the data.
Computation of these parameters can slow

down data access.



Parallel Processing and a GPU

- A GPU (Graphics Processing Unit) allows for
several computations to occur at the same
time.



CUDA
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Implementation
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CUDA Function Restrictions

No Time Library

No File Access

No Double Precision

Derivation Chain

~ORTRAN

f a method survives these restrictions, 6
steps to making CUDA capable




Example Device Function



More about FORTRAN

> barf [ba:rf] 2. "He suggested using
FORTRAN, and everybody barfed."- From

he Shogakukan DICTIONARY OF NEW
ENGLISH (Second edition)

> CUDA FORTRAN compiler . . . barfs

> f2c - generates unreadable code




Results

> Successfully built architecture for
Implementing CUDA into Madrigal.
> 2 working parallelized functions.



Results



Future Work

. Filtering Logic implemented into CUDA
framework

- Handle Calls to FORTRAN Libraries

- More Methods

. Less time for data storage
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